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LIGHT OUTPUT SYSTEM FOR A
SELF-DRIVING VEHICLE

RELATED APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 15/143,198, entitled “LIGHTING
DEVICE FOR A VEHICLE,” and filed on Apr. 29, 2016;
which is a continuation-in-part of U.S. patent application
Ser. No. 15/050,237, entitled “LIGHTING DEVICE FOR A
VEHICLE, and filed Feb. 22, 2016, the aforementioned
applications being hereby incorporated by reference in their
respective entireties.

BACKGROUND

[0002] Autonomous vehicles (AVs) or self-driving
vehicles (SDVs) may require continuous sensor data pro-
cessing in order to operate through road traffic on public
roads in order to match or even surpass human capabilities.
In certain situations, AVs and SDVs must make decisions
based on the actions of an external entity, such as a pedes-
trian or a human driver. When human drivers approach
intersections, crosswalks, bicycle lanes, parking lots,
crowded areas, etc., reliance is commonly made on inten-
tional or permissive signaling where humans typically pro-
vide expressions such as hand signals (e.g., hand waving) to
other humans indicating acquiescence and/or intent.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] The disclosure herein is illustrated by way of
example, and not by way of limitation, in the figures of the
accompanying drawings in which like reference numerals
refer to similar elements, and in which:

[0004] FIG. 1 is a block diagram illustrating an example
control system for operating an autonomous vehicle includ-
ing, as described herein;

[0005] FIG. 2 is a block diagram illustrating an example
autonomous vehicle including an intention signaling system,
as described herein;

[0006] FIG. 3 is a block diagram illustrating an example
intention signaling system as shown and described herein.
[0007] FIGS. 4A and 4B illustrate example implementa-
tions of an AV utilizing an intention signaling system, as
described herein.

[0008] FIGS. 5A and 5B are flow charts describing
example methods of operating an intention signaling system
in accordance with example implementations;

[0009] FIGS. 6A and 6B illustrate example self-driving
vehicles (SDVs) that include a lighting strip for signaling to
external entities, according to examples described herein;
[0010] FIG. 6C is a block diagram illustrating an example
output control system for a lighting strip, according to
examples described herein;

[0011] FIGS. 7A and 7B are flow charts describing
example methods for signal external entities by a SDV
utilizing a lighting strip, according to examples described
herein; and

[0012] FIG. 8 is a block diagram illustrating a computer
system upon which examples described herein may be
implemented.

DETAILED DESCRIPTION

[0013] An intention signaling system is disclosed that
enables an autonomous vehicle (AV) or self-driving vehicle
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(SDV) to signal intent and/or permissiveness to proximate
humans. As provided herein, the terms “AV” and “SDV”
may be used interchangeably, and are directed towards fully
autonomous vehicles that can navigate public roads without
direct human intervention. According to examples, the inten-
tion signaling system can include an output system having a
number of visual and/or audio devices (e.g., a display and
speaker arrangement) to enable the intention signaling sys-
tem to provide feedback to humans in certain situations. For
example, when the AV arrives at a four-way stop sign just
prior to a human-driven vehicle, the intention signaling
system can generate an intention output based on sensor data
from an on-board sensor array or computing system of the
AV. The intention signaling system can provide the intention
output to the human driver of the proximate vehicle indi-
cating that the AV will proceed through the intersection first.
In many examples, the intention signaling system can dis-
play the intention output on a number of displays visible to
the human driver. Such displays can be situated within the
AV (e.g., a head-up display) or integrated with or otherwise
mounted to the exterior surfaces of the AV (e.g., as a bumper
displays along the front and/or rear bumper of the AV or on
the side panels of the AV). Additionally or alternatively, the
intention output can include an audible output providing the
intention information of the AV to the external entities.

[0014] In certain implementations, the intention signaling
system can receive sensor data from the AV’s on-board
computing system. The sensor data can indicate a number of
proximate humans (e.g., pedestrians, bicyclists, human driv-
ers, etc.) whose paths may intersect the path of the AV.
According to an example, the intention signaling system can
generate either an intention output indicating the AV’s intent
(e.g., to proceed ahead of the humans) or a permissive output
indicating that the AV is giving the humans right-of-way to
cross the AV’s path. For example, the intention signaling
system can utilize right-of-way information (e.g., a traffic
signal or crosswalk indicator) to determine whether the AV
or the proximate humans have right-of-way. If the proximate
humans have right-of-way, the intention signaling system
can generate a permissive output (e.g., display green arrows
and/or project an image such as a crosswalk onto the
pavement) that enables the humans to readily determine the
AV’s acquiescence. If the AV has right-of-way, the intention
signaling system can generate an intention output indicating
that the AV will proceed before the humans. This permissive
output can also include visual and/or audible feedback (e.g.,
flashing red lights or a pedestrian halt symbol on a display).

[0015] In some examples, the intention signaling system
can prioritize or otherwise enable visual displays (e.g., LCD
screens or head-up displays), audio devices, projection
devices, or mechanical indicators (e.g., a mechanical hand)
to provide the intention output to the external entities. In
some aspects, the intention signaling system can prioritize
an output device based on the state of the AV. For example,
if the AV is at rest, the intention signaling system can enable
an audio device to provide audible feedback to pedestrians.
Additionally or alternatively, the intention signaling system
can enable an output device based on ambient conditions.
For example, the intention signaling system can utilize a
projection output (e.g., projecting a crosswalk for pedestri-
ans) during nighttime conditions.

[0016] According to examples described herein, the inten-
tion signaling system can also express urgency in a gener-
ated permissive output. For example, the intention signaling
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system can flash colored lights or symbols on the displays,
and progressively increase the brightness or blink frequency,
provide a visual countdown, and/or scroll across the display
more rapidly. Additionally or alternatively, the AV can
change an urgency parameter of the audio output (e.g.,
volume) or provide an audible countdown. In variations, the
intention signaling system can utilize various other AV
subsystems, such as the exterior lights, the accelerator and
braking systems, and/or the steering system to further
express the intention output. As an example, the intention
signaling system can utilize the accelerator and brake to
nudge the AV forward to indicate that the AV wishes to
proceed. In variations, the intention signaling system can
further utilize the exterior lights, such as the head lamps and
high beam lights, the taillights and brake lights, and the
directional lights to further indicate intent and/or urgency.

[0017] In certain implementations, the intention signaling
system can utilize a specialized lighting device or strip that
circumscribes a certain height level of the AV. In one
example, the sensor array of the AV can be included in a
housing mounted to the roof of the AV, and the lighting strip
can fully circumscribe the roof housing. In some aspects, the
lighting strip can comprise hundreds or thousands of multi-
colored light emitting diodes that can provide various col-
ored symbols and patterns to provide external entities with
information relating to the intent of the AV, and/or an
acknowledgment that the AV has detected a particular exter-
nal entity (e.g., a pedestrian or vehicle).

[0018] The intention signaling system can utilize the light-
ing strip to demonstrate on a granular level certain actions to
be performed by the AV in advance, such as turning,
changing lanes, slowing down, stopping, accelerating,
reversing, and the like. Thus, not only can the intention
signaling system indicate the particular action—such as in
current vehicle signaling systems—the intention signaling
system can dynamically provide lighting outputs that show
the detailed nature of such actions. For example, the inten-
tion signaling system can determine directional rates of
change (e.g., by dynamically calculating pre-action vectors
based on route information) to be performed by the AV prior
to the AV actually executing such actions. Such directional
information can be outputted by the intention signaling
system on the lighting strip, utilizing patterns and colors to
symbolize and indicate not only the specific action to be
performed (e.g., a turning maneuver), but also a dynamic
timing characteristic of the action (e.g., indicating immi-
nence), a sharpness or intensity of the upcoming turn, a
vector corresponding to the action, and/or an urgency of the
action. Still further, although examples of the intention
signaling system and the lighting strip are described herein
with respect to an AV, in other examples, the intention
signaling system and the lighting strip can be implemented
and/or provided on other vehicles, such as a on human-
driven vehicle or a bus.

[0019] Among other benefits, the examples described
herein achieve a technical effect of providing autonomous
vehicles with the capability of signaling intent to humans to
prevent confusion and optimize traffic flow. Still further, by
signaling intent, an autonomous vehicle can reduce the
number of potential accidents that may occur, leading to
safer roads.

[0020] As used herein, a computing device refers to
devices corresponding to desktop computers, cellular
devices or smartphones, personal digital assistants (PDAs),

Mar. 15, 2018

laptop computers, tablet devices, television (IP Television),
etc., that can provide network connectivity and processing
resources for communicating with the system over a net-
work. A computing device can also correspond to custom
hardware, in-vehicle devices, or on-board computers, etc.
The computing device can also operate a designated appli-
cation configured to communicate with the network service.
[0021] One or more examples described herein provide
that methods, techniques, and actions performed by a com-
puting device are performed programmatically, or as a
computer-implemented method. Programmatically, as used
herein, means through the use of code or computer-execut-
able instructions. These instructions can be stored in one or
more memory resources of the computing device. A pro-
grammatically performed step may or may not be automatic.
[0022] One or more examples described herein can be
implemented using programmatic modules, engines, or
components. A programmatic module, engine, or component
can include a program, a sub-routine, a portion of a program,
or a software component or a hardware component capable
of performing one or more stated tasks or functions. As used
herein, a module or component can exist on a hardware
component independently of other modules or components.
Alternatively, a module or component can be a shared
element or process of other modules, programs or machines.
[0023] Some examples described herein can generally
require the use of computing devices, including processing
and memory resources. For example, one or more examples
described herein may be implemented, in whole or in part,
on computing devices such as servers, desktop computers,
cellular or smartphones, personal digital assistants (e.g.,
PDAs), laptop computers, printers, digital picture frames,
network equipment (e.g., routers) and tablet devices.
Memory, processing, and network resources may all be used
in connection with the establishment, use, or performance of
any example described herein (including with the perfor-
mance of any method or with the implementation of any
system).

[0024] Furthermore, one or more examples described
herein may be implemented through the use of instructions
that are executable by one or more processors. These
instructions may be carried on a computer-readable medium.
Machines shown or described with figures below provide
examples of processing resources and computer-readable
mediums on which instructions for implementing examples
disclosed herein can be carried and/or executed. In particu-
lar, the numerous machines shown with examples of the
invention include processors and various forms of memory
for holding data and instructions. Examples of computer-
readable mediums include permanent memory storage
devices, such as hard drives on personal computers or
servers. Other examples of computer storage mediums
include portable storage units, such as CD or DVD units,
flash memory (such as carried on smartphones, multifunc-
tional devices or tablets), and magnetic memory. Computers,
terminals, network enabled devices (e.g., mobile devices,
such as cell phones) are all examples of machines and
devices that utilize processors, memory, and instructions
stored on computer-readable mediums. Additionally,
examples may be implemented in the form of computer-
programs, or a computer usable carrier medium capable of
carrying such a program.

[0025] Numerous examples are referenced herein in con-
text of an autonomous vehicle (AV) or self-driving vehicle
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(SDV). An AV or SDV refers to any vehicle which is
operated in a state of automation with respect to steering and
propulsion. Different levels of autonomy may exist with
respect to AVs. For example, some vehicles may enable
automation in limited scenarios, such as on highways,
provided that drivers are present in the vehicle. More
advanced AVs or SDVs drive without any direct human
assistance, and thus can autonomously operate in road traffic
utilizing an assortment of sensors and processing systems.
[0026] System Description

[0027] FIG. 1 shows a block diagram illustrating an AV in
accordance with example implementations. In an example of
FIG. 1, a control system 100 can be used to autonomously
operate an AV 10 in a given geographic region for a variety
of purposes, including transport services (e.g., transport of
humans, delivery services, etc.). In examples described, an
autonomously driven vehicle can operate without human
control. For example, in the context of automobiles, an
autonomously driven vehicle can steer, accelerate, shift,
brake and operate lighting components. Some variations
also recognize that an autonomous-capable vehicle can be
operated either autonomously or manually.

[0028] In one implementation, the control system 100 can
utilize specific sensor resources in order to intelligently
operate the vehicle 10 in most common driving situations.
For example, the control system 100 can operate the vehicle
10 by autonomously steering, accelerating, and braking the
vehicle 10 as the vehicle progresses to a destination. The
control system 100 can perform vehicle control actions (e.g.,
braking, steering, accelerating) and route planning using
sensor information, as well as other inputs (e.g., transmis-
sions from remote or local human operators, network com-
munication from other vehicles, etc.).

[0029] In an example of FIG. 1, the control system 100
includes a computer or processing system which operates to
process sensor data that is obtained on the vehicle with
respect to a road segment upon which the vehicle 10
operates. The sensor data can be used to determine actions
which are to be performed by the vehicle 10 in order for the
vehicle 10 to continue on a route to a destination. In some
variations, the control system 100 can include other func-
tionality, such as wireless communication capabilities, to
send and/or receive wireless communications with one or
more remote sources. In controlling the vehicle 10, the
control system 100 can issue instructions and data, shown as
commands 85, which programmatically controls various
electromechanical interfaces of the vehicle 10. The com-
mands 85 can serve to control operational aspects of the
vehicle 10, including propulsion, braking, steering, and
auxiliary behavior (e.g., turning lights on).

[0030] The AV 10 can be equipped with multiple types of
sensors 101, 103, 105, which combine to provide a com-
puterized perception of the space and environment surround-
ing the vehicle 10. Likewise, the control system 100 can
operate within the AV 10 to receive sensor data from the
collection of sensors 101, 103, 105, and to control various
electromechanical interfaces for operating the vehicle on
roadways.

[0031] In more detail, the sensors 101, 103, 105 operate to
collectively obtain a complete sensor view of the vehicle 10,
and further to obtain situational information proximate to the
vehicle 10, including any potential hazards in a forward
operational direction of the vehicle 10. By way of example,
the sensors 101, 103, 105 can include multiple sets of
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cameras sensors 101 (video camera, stereoscopic pairs of
cameras or depth perception cameras, long range cameras),
remote detection sensors 103 such as provided by radar or
LIDAR, proximity or touch sensors 105, and/or sonar sen-
sors (not shown).

[0032] Each of the sensors 101, 103, 105 can communi-
cate with the control system 100 utilizing a corresponding
sensor interface 110, 112, 114. Each of the sensor interfaces
110, 112, 114 can include, for example, hardware and/or
other logical component which is coupled or otherwise
provided with the respective sensor. For example, the sen-
sors 101, 103, 105 can include a video camera and/or
stereoscopic camera set which continually generates image
data of an environment of the vehicle 10. As an addition or
alternative, the sensor interfaces 110, 112, 114 can include a
dedicated processing resource, such as provided with a field
programmable gate array (“FPGA”) which can, for example,
receive and/or process raw image data from the camera
sensor.

[0033] In some examples, the sensor interfaces 110, 112,
114 can include logic, such as provided with hardware
and/or programming, to process sensor data 99 from a
respective sensor 101, 103, 105. The processed sensor data
99 can be outputted as sensor data 111. As an addition or
variation, the control system 100 can also include logic for
processing raw or pre-processed sensor data 99.

[0034] According to one implementation, the vehicle
interface subsystem 90 can include or control multiple
interfaces to control mechanisms of the vehicle 10. The
vehicle interface subsystem 90 can include a propulsion
interface 92 to electrically (or through programming) control
a propulsion component (e.g., an accelerator pedal), a steer-
ing interface 94 for a steering mechanism, a braking inter-
face 96 for a braking component, and a lighting/auxiliary
interface 98 for exterior lights of the vehicle. The vehicle
interface subsystem 90 and/or the control system 100 can
include one or more controllers 84 which can receive one or
more commands 85 from the control system 100. The
commands 85 can include route information 87 and one or
more operational parameters 89 which specify an opera-
tional state of the vehicle 10 (e.g., desired speed and pose,
acceleration, etc.).

[0035] The controller(s) 84 can generate control signals
119 in response to receiving the commands 85 for one or
more of the vehicle interfaces 92, 94, 96, 98. The controllers
84 can use the commands 85 as input to control propulsion,
steering, braking, and/or other vehicle behavior while the
AV 10 follows a current route. Thus, while the vehicle 10 is
actively drive along the current route, the controller(s) 84
can continuously adjust and alter the movement of the
vehicle 10 in response to receiving a corresponding set of
commands 85 from the control system 100. Absent events or
conditions which affect the confidence of the vehicle 10 in
safely progressing along the route, the control system 100
can generate additional commands 85 from which the con-
troller(s) 84 can generate various vehicle control signals 119
for the different interfaces of the vehicle interface subsystem
90.

[0036] According to examples, the commands 85 can
specify actions to be performed by the vehicle 10. The
actions can correlate to one or multiple vehicle control
mechanisms (e.g., steering mechanism, brakes, etc.). The
commands 85 can specify the actions, along with attributes
such as magnitude, duration, directionality, or other opera-
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tional characteristic of the vehicle 10. By way of example,
the commands 85 generated from the control system 100 can
specify a relative location of a road segment which the AV
10 is to occupy while in motion (e.g., change lanes, move
into a center divider or towards shoulder, turn vehicle, etc.).
As other examples, the commands 85 can specify a speed, a
change in acceleration (or deceleration) from braking or
accelerating, a turning action, or a state change of exterior
lighting or other components. The controllers 84 can trans-
late the commands 85 into control signals 119 for a corre-
sponding interface of the vehicle interface subsystem 90.
The control signals 119 can take the form of electrical
signals which correlate to the specified vehicle action by
virtue of electrical characteristics that have attributes for
magnitude, duration, frequency or pulse, or other electrical
characteristics.

[0037] Inanexample of FIG. 1, the control system 100 can
include a route planner 122, intent logic 121, event logic
124, and a vehicle control 128. The vehicle control 128
represents logic that converts alerts of event logic 124
(“event alert 135”) and intention decisions 133 by the intent
logic 121 into commands 85 that specify a set of vehicle
actions and/or an intention output.

[0038] Additionally, the route planner 122 can select one
or more route segments that collectively form a path of
travel for the AV 10 when the vehicle 10 is on a current trip
(e.g., servicing a pick-up request). In one implementation,
the route planner 122 can specify route segments 131 of a
planned vehicle path which defines turn by turn directions
for the vehicle 10 at any given time during the trip. The route
planner 122 may utilize the sensor interface 110 to receive
GPS information as sensor data 111. The vehicle control 128
can process route updates from the route planner 122 as
commands 85 to progress along a path or route using default
driving rules and actions (e.g., moderate steering and speed).
[0039] According to examples described herein, the con-
trol system 100 can further execute intent logic 121 to
provide intention decisions 133 to the vehicle control 128
indicating whether the AV 10 will, for example, yield or
proceed with right-of-way. In certain aspects, the intention
decisions 133 can relate to whether or not the AV 10 has
right-of-way in a given situation with regard to an external
entity. The external entity can be a pedestrian or group of
pedestrians, a human-driven vehicle, a bicyclist, and the
like. The vehicle control 128 generate commands 85 to
initiate output systems 95 of the vehicle interface systems 90
based on the intention decisions 133. For example, the AV
10 can approach an intersection and the control system 100,
executing the intent logic 121, can identify a green traffic
light indicating right-of-way for the AV 10. The intention
decision 133 for the intersection can comprise a decision to
proceed through the intersection with right-of-way, which
the vehicle control 128 can process in conjunction with the
event alerts 135 (e.g., identifying proximate vehicles and
pedestrians that have potential to intersect with the AV 10).
Based on the right-of-way decision 133, the vehicle control
128 can transmit commands 85 to the controller 84 to
generate an intention output, using the output systems 95,
indicating the AV’s 10 intention to proceed through the
intersection with right-of-way.

[0040] The output systems 95 can include any number of
visual or audio components (e.g., displays, mechanical indi-
cators, speakers, projectors, etc.), including the lighting
device or strip described herein, that the controller 84 can
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utilize to generate the intention output. For example, to
indicate the right-of-way intent of the AV 10, the controller
can generate control signals 119 that provide a combined
audio and visual alert to proximate pedestrians and human
drivers to yield to the AV 10. For example, the controller 84
can cause the output systems 95 to generate a short siren
sound and visual indicators (e.g., displayed arrows) provid-
ing the proximate humans with a clear indication of the AV’s
10 intent to proceed. Thus, as the AV 10 approaches the
intersection and determines that it has right-of-way, the
output systems 95 can provide the intention output, and the
event logic 124 can continue to monitor the proximate
pedestrians, vehicles, and other dynamic objects for poten-
tial conflicts. As such, the intention output by the output
systems 95 can act as a prophylactic measure to prevent
potential incidents, instead of the control system 100 solely
reacting cautiously to potential hazards and accidents.

[0041] In many implementations, the intent logic 121 can
monitor the situational environment of the AV 10 continu-
ously in order to make intention decisions 133 dynamically
as the AV 10 travels along a current route. In variations, the
intention logic 121 can utilize mapping resource data or
previously recorded sub-map data to identify intersections,
crosswalks, bicycle lanes, parks, school areas, typically
crowded areas, parking areas, etc., in order to anticipate an
intention decision 133, as described below with respect to
FIG. 2. Accordingly, the intent logic 121 can generate
intention outputs via the output systems 95 in response to the
detection of a conflict with another entity (e.g., a pedestrian
or human-driver) and a resolution of which entity has
right-of-way. Additionally or alternatively, the intent logic
121 can generate intention outputs via the output systems 95
in any detected area where potential conflict may arise.

[0042] In certain implementations, the event logic 124 can
trigger a response to a detected event. A detected event can
correspond to a roadway condition or obstacle which, when
detected, poses a potential hazard or threat of collision to the
vehicle 10. By way of example, a detected event can include
an object in the road segment, heavy traffic ahead, and/or
wetness or other environmental conditions on the road
segment. The event logic 124 can use sensor data 111 from
cameras, LIDAR, radar, sonar, or various other image or
sensor component sets in order to detect the presence of such
events as described. For example, the event logic 124 can
detect potholes, debris, objects projected to be on a collision
trajectory, and the like. Thus, the event logic 124 can detect
events which enable the control system 100 to make evasive
actions or plan for any potential threats.

[0043] When events are detected, the event logic 124 can
signal an event alert 135 that classifies the event and
indicates the type of avoidance action to be performed.
Additionally, the control system 100 can determine whether
an event corresponds to a potential incident with a human
driven vehicle, a pedestrian, or other human entity external
to the AV 10. For potential human incidences, the intent
logic 121 can process the sensor data 111 in order to make
an intention decision 133, and the control system can
generate an intent output using the output systems 95
accordingly. An event can be scored or classified between a
range of likely harmless (e.g., small debris in roadway) to
very harmful (e.g., vehicle crash may be imminent). In turn,
the vehicle control 128 can determine a response based on
the score or classification. Such response can correspond to
an event avoidance action 145, or an action that the vehicle



US 2018/0072218 Al

10 can perform to maneuver the vehicle 10 based on the
detected event and its score or classification. By way of
example, the vehicle response can include a slight or sharp
vehicle maneuvering for avoidance using a steering control
mechanism and/or braking component. The event avoidance
action 145 can be signaled through the commands 85 for
controllers 84 of the vehicle interface subsystem 90.
[0044] In addition, the controller 84 can receive output
commands 85 from the vehicle control 128 indicating the
intention decision 133 (e.g., indicating a yielding decision,
a right-of-way decision, or an emergency decision). The
intention decision 133 can be processed by the vehicle
control 128 to generate the appropriate output using the
output systems 95. For example, sharp vehicle maneuvering
can correspond to an emergency intention decision 133. The
vehicle control 128 can generate commands 85 to not only
perform the avoidance maneuver, but to provide an intention
output based on the emergency decision as well. For
example, before and/or during the avoidance maneuver, the
controller 84 can generate control signals 119 causing the
output systems 95 to output flashing red lights, and direc-
tional indicators (e.g., flashing red arrows) indicating the
direction in which the AV 10 will perform the avoidance
maneuver.

[0045] When an anticipated dynamic object of a particular
class does in fact move into position of likely collision or
interference, some examples provide that event logic 124
can signal the event alert 135 to cause the vehicle control
128 to generate commands 85 that correspond to an event
avoidance action 145. For example, in the event of a bicycle
crash in which the bicycle (or bicyclist) falls into the path of
the vehicle 10, event logic 124 can signal the event alert 135
to avoid the collision. The event alert 135 can indicate (i) a
classification of the event (e.g., “serious” and/or “immedi-
ate”), (i) information about the event, such as the type of
object that generated the event alert 135, and/or information
indicating a type of action the vehicle 10 should take (e.g.,
location of object relative to path of vehicle, size or type of
object, etc.). In addition, the intent logic 121 can utilize the
event alert 135 to cause the controller 84 to generate a
conjunctive output via the output systems 95, such as
emergency visuals and an audio output, as described herein.
[0046] FIG. 2 is a block diagram illustrating an example
autonomous vehicle including an intention signaling system,
as described herein. The AV 200 shown in FIG. 2 can include
some or all aspects and functionality of the autonomous
vehicle 10 described with respect to FIG. 1. Referring to
FIG. 2, the AV 200 can include a sensor array 205 that can
provide sensor data 207 to an on-board data processing
system 210. As described herein, the sensor array 205 can
include any number of active or passive sensors that con-
tinuously detect a situational environment of the AV 200.
For example, the sensor array 205 can include a number of
camera sensors (e.g., stereo cameras), LIDAR sensor(s),
proximity sensors, radar, and the like. The data processing
system 210 can utilize the sensor data 207 to detect the
situational conditions of the AV 200 as the AV 200 travels
along a current route. For example, the data processing
system 210 can identify potential obstacles or road haz-
ards—such as pedestrians, bicyclists, objects on the road,
road cones, road signs, animals, etc.—in order to enable an
AV control system 220 to react accordingly.

[0047] In certain implementations, the data processing
system 210 can utilize sub-maps 231 stored in a database
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230 of the AV 200 (or accessed remotely from the backend
system 290 via the network 280) in order to perform
localization and pose operations to determine a current
location and orientation of the AV 200 in relation to a given
region (e.g., a city).

[0048] The data sub-maps 231 in the database 230 can
comprise previously recorded sensor data, such as stereo
camera data, radar maps, and/or point cloud LIDAR maps.
The sub-maps 231 can enable the data processing system
210 to compare the sensor data 257 from the sensor array
255 with a current sub-map 238 to identify obstacles and
potential road hazards in real time. The data processing
system 210 can provide the processed sensor data 213—
identifying such obstacles and road hazards—to the AV
control system 220, which can react accordingly by operat-
ing the steering, braking, and acceleration systems 225 of
the AV 200 to perform low level maneuvering.

[0049] In many implementations, the AV control system
220 can receive a destination 219 from, for example, an
interface system 215 of the AV 200. The interface system
215 can include any number of touch-screens, voice sensors,
mapping resources, etc., that enable a passenger 239 to
provide a passenger input 241 indicating the destination 219.
For example, the passenger 239 can type the destination 219
into a mapping engine 275 of the AV 200, or can speak the
destination 219 into the interface system 215. Additionally
or alternatively, the interface system 215 can include a
wireless communication module that can connect the AV
200 to a network 280 to communicate with a backend
transport arrangement system 290 to receive invitations 282
to service a pick-up or drop-off request. Such invitations 282
can include the destination 219 (e.g., a pick-up location),
and can be received by the AV 200 as a communication over
the network 280 from the backend transport arrangement
system 290. In many aspects, the backend transport arrange-
ment system 290 can manage routes and/or facilitate trans-
portation for users using a fleet of autonomous vehicles
throughout a given region. The backend transport arrange-
ment system 290 can be operative to facilitate passenger
pick-ups and drop-offs to generally service pick-up requests,
facilitate delivery such as packages or food, and the like.
[0050] Based on the destination 219 (e.g., a pick-up loca-
tion), the AV control system 220 can utilize the mapping
engine 275 to receive route data 232 indicating a route to the
destination 219. In variations, the mapping engine 275 can
also generate map content 226 dynamically indicating the
route traveled to the destination 219. The route data 232
and/or map content 226 can be utilized by the AV control
system 220 to maneuver the AV 200 to the destination 219
along the selected route. For example, the AV control system
220 can dynamically generate control commands 221 for the
autonomous vehicle’s steering, braking, and acceleration
system 225 to actively drive the AV 200 to the destination
219 along the selected route. Optionally, the map content
226 showing the current route traveled can be streamed to
the interior interface system 215 so that the passenger(s) 239
can view the route and route progress in real time.

[0051] In many examples, while the AV control system
220 operates the steering, braking, and acceleration systems
225 along the current route on a high level, the processed
data 213 provided to the AV control system 220 can indicate
low level occurrences, such as obstacles and potential haz-
ards, to which the AV control system 220 can make decisions
and react. For example, the processed data 213 can indicate
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a pedestrian crossing the road, traffic signals, stop signs,
other vehicles, road conditions, traffic conditions, bicycle
lanes, crosswalks, pedestrian activity (e.g., a crowded adja-
cent sidewalk), and the like. The AV control system 220 can
respond to the processed data 213 by generating control
commands 221 to reactively operate the steering, braking,
and acceleration systems 225 accordingly.

[0052] According to examples described herein, the AV
200 can include an intention signaling system 235 in con-
nection with a number of output devices 240 to assist the AV
control system 220 in efficiently navigating to the destina-
tion 219. The output devices 240 can be utilized indepen-
dently from and/or in conjunction with the AV’s 200 normal
signaling systems, such as the AV’s 200 directional signals
and other lighting systems. Furthermore, the output devices
240 can include display devices, such LCD screens or LED
arrays, an audio system, a projection system, dash displays
or head-up displays, and/or a number of mechanical features
(e.g., amechanical hand mounted to the dashboard of the AV
200). In certain aspects, the output devices 240 can display
an animated or virtual driver representing the AV 200. One
or more displays showing the animated or virtual driver can
be mounted within the passenger interior of the AV 200, such
as on the dashboard or incorporated as a head-up display
viewable from the front exterior of the AV 200. In variations,
the output devices 240 can include any number of exterior
displays mounted to or integrated with the bodywork of the
AV 200, such as the front bumper or the side panels.
Additionally or alternatively, one or more displays or col-
ored LEDs (e.g., a green LED and a red LED) may be
incorporated within the headlamp covers of the AV 200 to
signal intent (e.g., red indicating to external entities that the
AV 200 has right-of-way, and green indicating that the AV
200 is yielding).

[0053] According to examples described herein, the output
devices 240 can include a light strip that circumscribes the
AV 200. In one example, the sensor array 205 of the AV 200
is housed in a housing mounted on the roof of the AV 200.
According to some variations, the light strip can be installed
to at least partially, or fully circumscribe the roof housing for
the sensor array 205, so as to be visible from 360° around the
AV 200. In variations, the light strip can be mounted to
circumscribe a mid-level of the AV 200, such that it hori-
zontally bisects the door panels and quarter panels of the AV
200. Additionally, the light strip can further traverse the front
and/or rear bumpers of the AV 200, so as to be visible from
any angle in the surrounding environment of the AV 200. As
described herein, the light strip can be utilized by the
intention signaling system 235 to further signal intent and/or
acknowledge human presence of people proximate to the AV
200. Further description of the light strip as an output device
240 is provided below.

[0054] In many examples, the intention signaling system
235 can signal intention for the AV 200 by generating an
intention output 237 utilizing a combination of the output
types, such as a displayed output in combination with an
audio output. Additionally, the intention signaling system
235 can generate a permissive output 233 to signal that the
AV 200 will yield to an external entity, such as another
vehicle at an intersection. The audio output can include any
variety of sounds, such as permissive sounds indicating that
the AV 200 is yielding, authoritative sounds indicating that
the AV 200 is taking right-of-way (e.g., a siren sound),
spoken words to provide instructions to external entities, and
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the like. Furthermore, in certain examples, the intention
signaling system 235 can project images onto the roadway,
such as a crosswalk to indicate a pedestrian’s right-of-way,
or forward directional arrows indicating the path that the AV
200 will travel through an intersection.

[0055] Additionally or alternatively, the intention signal-
ing system 235 can generate the intention output 237 in
conjunction with a intent request 251 to the AV control
system 220 to combine the intention output 237 with vehicle
“body language” to further evoke the AV’s 200 intent. In
response to the intent request 251, the AV control system 220
can generate control commands 221 that cause the steering,
braking, and acceleration systems 225 to execute functions,
such as nudging the AV 200 forward, turning the front
wheels, flashing the AV’s 200 headlamps, and the like. In
some example implementations, such intent requests 251
can be generated by the intention signaling system 235 in
situations in which the AV 200 is in a stuck state, such as in
an intersection blocking traffic or handling a persistent and
crowded crosswalk.

[0056] In accordance with aspects disclosed, the intention
signaling system 235 can monitor situational data 217 from
the data processing system 210 to identify potential areas of
conflict. For example, the intention signaling system 235 can
monitor forward directional stereoscopic camera data or
LIDAR data to identify areas of concern. In one example,
the intention signaling system 235 can utilize the current
sub-map 238 to identify features along the current route
traveled (e.g., as indicated by the route data 232), such as
traffic signals, intersections, road signs, crosswalks, bicycle
lanes, parking areas, and the like. As the AV 200 approaches
such features or areas, the intention signaling system 235
can monitor the forward situational data 217 to identify any
external entities that may conflict with the operational flow
of the AV 200, such as pedestrians near a crosswalk or
another vehicle approaching an intersection.

[0057] Inmany aspects, the intention signaling system 235
can monitor road features that indicate right-of-way. In one
example, the intention signaling system 235 monitors a
traffic signal for a current lane, as well as potentially
conflicting entities, as the AV 200 approaches the signal to
dynamically determine whether the AV 200 has right-of-way
through the intersection. In some aspects, the intention
signaling system 235 can place the output devices 240 on an
intention standby mode until a critical threshold is met in
which the intention signaling system 235 is certain of the
right-of-way for the intersection. For example, when oper-
ating at speed, a green traffic signal for the AV 200 can
indicate certainty of the AV’s 200 right-of-way ~50 feet
prior to reaching the intersection. Once the 50 foot threshold
is crossed and the traffic signal remains green, the intention
signaling system 235 can generate an intention output 237
indicating the AV’s 200 right-of-way through the intersec-
tion. Accordingly, the output devices 240 can present the
intention output 237 to the external entities (e.g., human
drivers stopped at the intersection or waiting to turn into the
AV’s 200 path, or pedestrians waiting to cross the road on
which the AV 200 travels). The intention output 237
executed on the output devices 240 can comprise, for
example, a set of visual indicators (e.g., flashing forward
directional arrows on the AV’s 200 side panels and/or halting
indicators such as a flashing red palm on the front bumper)
specifying that the AV 200 will take the right-of-way
through the intersection.
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[0058] Conversely, the traffic signal can change to yellow
prior to the critical threshold (e.g., at 65 feet). In response to
identifying the signal change, the intention signaling system
235 can generate an intention output 237 indicating that the
AV 200 will stop at the intersection, thus providing proxi-
mate pedestrians, human drivers, and other entities with
reassurance that the AV 200 has identified the signal change.
As an example, the intention output 237 corresponding to
the AV 200 identifying the signal change can include a
yellow flashing light on the output devices 240 to mimic the
traffic signal itself. Along these lines, the intention signaling
system 235 can provide a dynamic intention output 237
mimicking the traffic signal starting from when the signal
state is detected by the intention signaling system 235—the
intention output 237 can change from green, to yellow, to
red, in conjunction with the detected traffic signal.

[0059] As the AV 200 approaches the intersection or other
area of interest, the intention signaling system 235 can
monitor for external entities, and dynamically determine a
right-of-way state for the AV 200, as described in detail
below with respect to FIG. 3. Based on the right-of-way state
of the AV 200 and the detected external entity, the intention
signaling system 235 generate a corresponding intention
output 237 or permissive output 233 to signal the AV’s 200
objective in resolving the potential conflict. Thus, the inten-
tion signaling system 235 can preemptively resolve potential
right-of-way issues before they occur.

[0060] In variations, the intention signaling system 235
can utilize default rules for various scenarios. In one aspect,
the intention signaling system 235 can automatically gen-
erate a permissive output 237 indicating that the AV 200 will
yield at a crosswalk if a human is present proximate to the
crosswalk. Additionally or alternatively, the intention sig-
naling system 235 can be coupled to the AV control system
220 to generate reactive intention outputs 237 when, for
example, the AV control system 220 performs an emergency
maneuver. Thus, the intention signaling system 235 can
receive feedback 224 from the AV control system 220
indicating that the AV control system 220 is accelerating or
maintaining speed through an intersection, changing lanes,
stopping, yielding, turning, reversing, performing an emer-
gency maneuver, and the like. The intention signaling sys-
tem 235 can process the feedback 224 and generate an
intention output 237 for each action performed by the AV
control system 220 accordingly.

[0061] In certain examples, the intention signaling system
235 can utilize route data 232 of the AV 200 to determine an
immediate action to be performed by the AV 200, such as
whether the AV 200 will proceed straight through an inter-
section, perform a turn, or make a U-turn. Based on the route
data 232, the intention signaling system 235 can generate an
intention output 237 in conjunction with or in place of the
normal directional signals of the AV 200. Additionally, the
intention signaling system 235 can identify any proximate
conflicting entities such as pedestrians or human-driven
vehicles and provide an intention output 237 if the AV 200
has right-of-way or a permissive output 233 if the AV 200 is
yielding.

[0062] Accordingly, the intention signaling system 235
can improve upon human interactions that express intent,
such as hand waving, head-nods, acknowledgments, or other
human signals that provide other humans with intention
signals. Furthermore, the intention signaling system 235 can
improve upon current signaling systems of road vehicles to
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provide added clarity to the intent of the AV 200. For
example, the intention signaling system 235 can utilize the
output devices 240 to signal typical driving maneuvers, such
as lane changes on the freeway, braking, acceleration,
energy harvesting, and the like. In some implementations,
the intention signaling system 235 can initiate a sleep state
when the AV 200 travels in uncrowded or rural environ-
ments, and can initiate an operational state when one or
more external entities are detected by the data processing
system 210. Further description of the intention signaling
system 235 is provided below with respect to FIG. 3.

[0063] FIG. 3 is a block diagram illustrating an example
intention signaling system as shown and described herein.
The intention signaling system 300 can include an AV
interface 310 to receive control system data 309 and sensor
data 307 from the AV subsystems 305, such as the AV
control system 220 or data processing system 210 described
with respect to FIG. 2. In many aspects, the sensor data 307
can include image and/or LIDAR data of the AV’s 200
situational environment. The AV interface 310 can forward
the sensor data 307 to a right-of-way engine 350 which can
determine a right-of-way decision 352 between the AV 200
and a particular external entity identified in the sensor data
307. Additionally, the control system data 309 can include
route data 311 corresponding to a current route being driven
by the AV control system, and maneuver data 313 indicating
individual maneuvers to be performed by the AV (e.g., lane
changes, turns, braking, emergency maneuvers, accelera-
tion, etc.). The AV interface 310 can forward the route data
311 and the maneuver data 313 to an intention engine 320 of
the intention signaling system 300, which can utilize the
control system data 309 and the right-of-way decision 352 to
determine whether to generate an output via an output
system 390. For example, the intention engine 320 can
determine whether to generate an intention output set 322
when the AV has right-of-way, or a permissive output set 324
when the external entity has right-of-way.

[0064] The right-of-way engine 350 can analyze the sen-
sor data 307 for potential conflicts by external entities. A
conflict may be a simple right-of-way resolution which
would typically be resolved with a hand gesture or similar
expression by humans. Additionally, a conflict may be an
incident involving a collision with an external entity, such as
a pedestrian, a human-driven vehicle, a bicyclist, etc. The
right-of-way engine 350 can identify any entities in the
sensor data 307 that may potentially cause a conflict, and
determine, for each identified entity, whether the AV has
right-of-way.

[0065] In certain aspects, the right-of-way engine 350 can
analyze the sensor data 307 to identify right-of-way features,
such as crosswalk indicators or signs, traffic signal states,
road signs such as “stop” or “yield” signs, sub-signs such as
“four-way” or “two-way” indicators on “stop” signs, and the
like. In certain aspects, the right-of-way engine 350 can
utilize such right-of-way indicators to determine, for each
external entity identified in the sensor data 307 that may
result in a potential conflict, whether or not the AV has
right-of-way. For example, when the AV approaches a
four-way stop sign, the right-of-way engine 350 can analyze
the sensor data 307 to identify whether another vehicle
approaches the four-way stop intersection prior to the AV. If
so, the right-of-way engine 350 can generate a right-of-way
decision 352 indicating that another vehicle has right-of-
way, and transmit the right-of-way decision 352 to the
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intention engine 320. However, if another vehicle
approaches the intersection after the AV, the right-of-way
engine 350 can generate a right-of-way decision 352 indi-
cating that the AV has right of way.

[0066] In many examples, the right-of-way engine 350
identifies areas of potential conflict, such as intersections,
crosswalks, bicycle lanes, parking lots, high traffic areas,
and the like. The right-of-way engine 350 can identify such
areas in the sensor data 307 and/or by utilizing a sub-map,
as described herein. The right-of-way engine 350 can further
analyze the sensor data 307 for external entities, such as
other vehicles, pedestrians, bicyclists, and the like. For each
detected entity, or for common groups of entities (e.g., a
group of pedestrians waiting to the street), the right-of-way
engine 350 can analyze the sensor data 307 to determine
whether a right-of-way indicator exists. If not, then the
right-of-way engine 350 can implement default rules to
make an ultimate right-of-way decision 352. For example,
when identifying a pedestrian attempting to cross the road
with or without a crosswalk, a default rule for the right-of-
way engine 350 can be to generate a decision 352 indicating
that the pedestrian has right-of-way. However, if the right-
of-way engine 350 identifies a right-of-way indicator (e.g.,
a traffic signal), then the right-of-way engine 350 can
generate the decision 352 based on the right-of-way indica-
tor (e.g., green traffic light=AV’s right-of-way).

[0067] For each external entity, the right-of-way engine
350 can transmit the decision 352 to the intention engine
320. The intention engine 320 can utilize the route data 311
and/or maneuver data 313 with the right-of-way decision
352 to generate an intention output set 322 or a permissive
output set 324. In some examples, the intention engine 320
can further utilize ambient conditions 342 to determine the
specified command to transmit to an output generator 380.
In such examples, the intention signaling system 300 can
include an ambient monitor 340 to detect the ambient
conditions 342, such as lighting conditions (e.g., daytime or
nighttime conditions) and ambient noise. The intention
engine 320 can utilize the ambient conditions 342 to priori-
tize one or more output types in the output system 390. For
example, in high noise conditions (e.g., when the AV is in
motion), the intention engine 320 can generate an output set
that does not include an output for the audio system 395. As
another example, during nighttime conditions, the intention
engine 320 can prioritize the visual system 393 (e.g., backlit
displays) over mechanical systems 397 (e.g., a deployable
mechanical hand).

[0068] The intention engine 320 can generate a particular
output set for each decision 352 and for each detected
external entity. The intention engine 320 can generate a
permissive set 324 when the AV yields to the external entity,
or an intention set 322 when the AV asserts its right-of-way
to the external entity. For a given external entity (e.g., a
pedestrian), the intention engine 320 can identify the right-
of-way decision 352 indicating the right-of-way state for the
AV. If the AV has right-of-way, the intention engine 320 can
generate an intention set 322 providing the parameters of the
potential conflict (e.g., a pedestrian in a forward direction of
the AV where the AV has right-of-way). The intention engine
320 can transmit the intention set 322 to an output generator
380 which can generate and transmit output commands 382
to the output system 390 accordingly. As described herein,
the output commands 382 can cause the visual 393, audio
395, and/or mechanical systems 397 to present the intention
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output to the external entity (e.g., flashing red palms on a
display device indicating to the pedestrian to remain on the
sidewalk).

[0069] However, if the AV does not have right-of-way, the
intention engine 320 can generate a permissive output set
324 indicating that the AV will yield to the external entity.
The intention engine 320 can transmit the permissive output
set 324 to the output generator 380 indicating the parameters
of'the yield scenario (e.g., a pedestrian in a forward direction
that has right-of-way). The output generator 380 can gen-
erate output commands 382 to be executed by the output
system accordingly. For example, the output commands 382
can cause the audio system 385 to provide audio content
indicating that the pedestrian can cross. At the same time, the
output commands 382 can cause the visual system 393 to
provide permissive visual content (e.g., green arrows for the
pedestrian or a projected crosswalk on the road).

[0070] As described herein, in addition to functioning
preventatively or as a preventative measure, the intention
engine 320 can also function reactively or supportively
based on maneuver data 313 from the control system. The
maneuver data 313 can indicate maneuvers to be performed
by the AV, such as lane changes or turns. The intention
engine 320 can provide support to the AV control system by
generating an intention output set 322 that can cause the
output system 390 to present the AV’s intent in performing
the maneuver for all proximate entities. For example, when
the AV control system wishes to cross a number of lanes in
heavy traffic, the intention signaling system 300 can initially
present indicators such as arrows indicating that the AV
intends to change lanes. If the AV is unsuccessful, the
intention signaling system 300 can increase a visual urgency
in the intention output, such as changing the colors of the
arrows, flashing the arrows at an increased frequency, or
providing audio to the proximate entities. In certain aspects,
the intention signaling system 300 can flash colored lights or
symbols on the displays, and progressively increase the
brightness or blink frequency, provide a visual countdown,
and/or scroll across the display more rapidly to express
urgency. As used herein, a “progressive” increase means
beginning at a relatively low parameter and steadily increas-
ing the parameter to express increasing urgency. In certain
examples, the parameter may be audio volume, brightness,
blink or flash rate, scroll rate, and the like.

[0071] In some examples, when the intention engine 320
generates an intention output set 322 or a permissive output
set 324, the intention engine 320 can initiate a timer 325.
Based on an amount of elapsed time, the intention engine
320 can increase a visual and/or urgency in the intention
output set 322 or permissive output set 324. For permissive
output sets 324 (e.g., in a crowded crosswalk scenario), the
intention engine 320 can initially provide a calm acquies-
cence output, such as green displayed signals and/or a
relaxed audio output (e.g., a calm voice informing external
entities of the AV’s acquiescence). As the timer 325 crosses
a threshold, the intention engine can gradually increase the
urgency of the permissive output 324 by, for example,
changing the color of the displayed signals from green to
yellow (i.e., to mimic a traffic light for the pedestrians),
initiating a visual or audio countdown (e.g., mimicking a
pedestrian signal), and/or provide an audio request for the
AV to proceed across the crosswalk.

[0072] Urgency can further be indicated for intention
output sets 322. For example, in heavy traffic, the AV may
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need to cross multiple lanes to reach a turn lane. In addition
to normal directional signals, the intention signaling system
300 can output additional intention information on a number
of visual features, such as a rear bumper display, a head-up
display, or by deploying a mechanical indicator. The inten-
tion engine 320 can generate an initial indication, such as a
green arrow set, which can flash or scroll across the displays
of the visual system 393. As the need for the AV to cross
lanes increases in urgency, the intention engine 320 can
gradually increase the urgency of the intention output 322.
Urgency parameters can include a flash or blink frequency,
color changes, scroll speed (e.g., how fast a set of arrows
scroll across the displays), expression changes by a dis-
played animated driver (e.g., showing more anxiety), or
changes in audio (e.g., such as increasing the volume or
tone, generating emergency audio signals, etc.).

[0073] According to examples described herein, the output
systems 390 can include a lighting strip 398 that can provide
the intention engine 320 and output generator 380 with
further abilities to convey intent to external entities, such as
pedestrians and human drivers. For example, in processing
the intention output set 322, the output generator 380 can
generate output commands 382 for the lighting strip 398 that
can convey the action to be performed, and additional
granular details corresponding to the action. For example,
the output generator 380 can generate output commands 382
for the light strip 398 that indicate a specific directional rate
of change of the action, such as dynamic rates of change in
acceleration, deceleration, and maneuvering. In executing
the output commands, the lighting strip 398 can output
colored indicators and/or symbols and patterns that convey
the precise nature of the action.

[0074] Insome examples, the color can indicate the action.
For example, the light strip 398 can output green for
acceleration, red for deceleration, yellow for turning maneu-
vers, and white for reverse. Additionally, the lighting strip
398 can generate color coded patterns, symbols, and/or flash
rates that reflect the nature of the action, such as the intensity
of the acceleration or deceleration, or the pre-calculated
lateral force of a particular upcoming turn or lane change.
Furthermore, such visual outputs on the lighting strip 398
can indicate a dynamic vector (e.g., the directional deriva-
tive of an instant vector), which the lighting strip 398 can
convey by way of dynamically modifying brightness, color
tone, flash or blink rate, scroll rate, and/or positioning of the
output on segments of the lighting strip. As described herein,
the visual outputs on the lighting strip 398 for each imme-
diate action can be initiated preemptively, prior to the action
based on route data identifying a current route of the AV.
Furthermore, the outputs can be preemptively modified in
accordance with the AV performing the action.

[0075] For example, prior to the AV decelerating to make
a stop, the lighting strip 398 can output a red-colored symbol
on one or more segments of the lighting strip (e.g., a center
rear segment) in a preemptive signaling mode. In this mode,
before the AV begins decelerating, the lighting strip 398 can
dynamically modify the red-colored output to indicate an
imminence of the deceleration (e.g., increase the brightness
or initiate a slow flash rate). As the AV executes the
deceleration, the lighting strip can switch to a reactive mode
in which the output reflects that actual action being per-
formed (e.g., an intensity of the braking). According to some
examples, the switch from the preemptive mode to the
reactive mode can also be reflected in the output. For
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example, the lighting strip 398 can change an aspect of the
output, such as a width or height of the output (e.g., from a
single segment to multiple segments), a size of the symbol,
a brightness, or a distinct change in the flash rate. In one
example, the lighting strip 398 executes a flash rate for
certain immediate actions (e.g., acceleration and decelera-
tion) in the preemptive mode, and terminates the flash rate
in the reactive mode. Additionally or alternatively, the
lighting strip 398 can generate dynamic increases and
decreases in brightness or size of the output in the reactive
mode that dynamically correlates to the magnitude of the
action (e.g., a force vector). Further description of the
lighting strip 398 outputs corresponding to specified actions
are discussed below with respect to FIGS. 6A though 6C and
7A through 7B.

[0076] In certain implementations, the intention signaling
system 300 can include a feedback interface 370 through
which the intention signaling system 300 can interact with a
particular external entity 399. The feedback interface 370
can include one or more sensors to detect interactions from
humans, such as physical gestures and speech. The sensors
of the feedback interface can include any number of micro-
phones, cameras, or touch sensors that can enable the
external entity 399 to interact with the AV. Accordingly, the
external entity 399 can provide an interaction 372 with the
AV via the feedback interface 370. The interaction 372 can
be a voice communication detected by a microphone of the
intention signaling system 300, a physical gesture detected
by a camera of the AV (e.g., a stereo camera of the sensor
array), a touch input on a particular touch-sensitive panel
accessible by the external entity 399 (e.g., indicating the
external entity’s 399 presence), and the like. The intention
engine 320 can process the interaction 372 and generate a
response 374 via the feedback interface 370, and/or the
output system 390.

[0077] In some examples, the intention engine 320 can
execute speech recognition logic to identify the spoken
words of the external entity 399, such as a pedestrian’s
feedback regarding the AV’s intention. Additionally or alter-
natively, the intention engine 320 can perform gesture
detection to identify a physical interaction 372 by the
external entity 399, such as a pedestrian performing a
waving gesture indicating acquiescence to the AV. Thus, in
response to the interaction 372, the intention engine 320 can
generate a response 374, such as an acknowledgment of the
interaction 372 using the feedback interface 370 or using the
output system 390 (e.g., via an audio speaker or display).
Example responses 374 can include an audible and/or visual
“thank you” response, an acknowledgment of the interaction
372, or more complex responses that anthropomorphizes the
AV to the external entity 399, such as displaying an animated
character (e.g., a computer generated human representative
of'the AV) on a display visible to the external entity 399. In
the latter examples, the intention signaling system 300 can
provide an interactive experience to the external entity 399
that enables the external entity 399 to query the AV, provide
feedback regarding the AV’s intention or acquiescence, and
the like.

[0078] Insome aspects, the intention signaling system 300
can generate an intention output set 322 and a permissive
output set 324 at the same time. For example, the AV
interface 310 can receive sensor data 307 indicating multiple
external entities in proximity to the AV. The right-of-way
engine 350 can determine that one of the external entities has
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right-of-way while the AV has right-of-way over another
external entity. For example, the AV may arrive at a four-
way stop sign before a second vehicle, but after a first
vehicle. In such a scenario, the intention signaling system
300 may generate permissive output 324 to the first vehicle,
and an intention output 322 to the second vehicle at the same
time (e.g., on opposite sides of the AV). In other examples,
the AV can generate a permissive output 324 to a pedestrian
to cross in front of the AV while generating a preventative
output on the rear output devices of the AV to warn other
vehicles that a pedestrian is crossing.

[0079] According to an example, the intention signaling
system 300 can generate concurrent permissive and inten-
tion outputs 324, 322 when the external entities are on
different sides of the AV (e.g., one entity in front and a
second entity on a side of the AV), so as to prevent
conflicting outputs. Thus, when detecting multiple entities,
the intention signaling system 300 can determine whether
the entities can view the same surfaces of the AV before
outputting the permissive and intention outputs 324, 322
concurrently. If so, then the intention signaling system 300
can generate the intention and permissive outputs 322, 324
at the same time. If not, then the intention signaling system
300 can select a first external entity to first generate a
permissive output 324, and subsequently generate an inten-
tion output 322 to take right-of-way accordingly. Such dual
intention and permissive outputs 322, 324 can be generated
for any combinations of entities, such as pedestrians, bicy-
clists, human-driven vehicles, and the like.

[0080] FIGS. 4A and 4B illustrate example implementa-
tions of an AV utilizing an intention signaling system for an
autonomous vehicle, as described herein. In the below
description of FIGS. 4A and 4B, reference may be made to
like reference characters representing various features
described with respect to FIGS. 2 and 3. Referring to FIG.
4A, as the AV 400 travels along a current route, the sensor
array 410 can detect a group of pedestrians 418 on the side
of the road. The intention signaling system 235 can process
the situational data 217 from the sensor array 410 to identify
the pedestrians 418. In further aspects, the intention signal-
ing system 235 can further determine a direction one or more
of the pedestrians 418 are facing to determine whether the
pedestrians 418 show any signs or expression to cross the
road on which the AV 400 travels. In response to identifying
the pedestrians 418 and/or determining that the pedestrians
418 may wish to cross the road, the intention signaling
system 235 can determine whether the AV 400 or the
pedestrians 418 have right-of-way.

[0081] If the AV 400 has right-of-way, then the intention
signaling system 235 can generate an intention output sig-
naling to the pedestrians that the AV 400 intends to pass the
pedestrians without yielding. The intention output can
include, for example, one or more flashing red palms on a set
of forward facing displays of the AV 400 (e.g., a bumper
display 414, mirror displays 426, or a head-up display 404
visible through the windshield). In many aspects described
herein, the intention output can be generated and displayed
once the intention signaling system 235 identifies the pedes-
trians and determines right-of-way (e.g., 100 feet prior). The
intention signaling system 235 can display the intention
output until the AV 400 has passed the pedestrians 418 and
then terminate the intention output thereafter. In some
aspects, the intention signaling system 235 can generate a
courtesy output, or “thank-you” output, on rearward facing
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displays once the AV 400 has passed the pedestrians. Addi-
tionally or alternatively, the intention signaling system 235
can provide an audible courtesy output, or “thank-you”
output, as the AV 400 passes the pedestrians 418.

[0082] In certain regions or in the future, pedestrians 418
may always have right-of-way on certain streets (e.g., single
lane roads) despite the lack of a designated crosswalk.
Alternatively, the AV 400 may implement default rules to
proceed with extreme caution when pedestrians 418 are
identified proximate to the road. Accordingly, in certain
aspects, the control system 220 of the AV 400 may always
give right-of-way to pedestrians 418 on certain streets or in
certain scenarios. As the pedestrians 418 are detected (e.g.,
100 feet out), the intention signaling system 235 can auto-
matically generate a permissive output AV 400 indicating to
the pedestrians 418 that the AV 400 will yield. In such
scenarios, the AV 400 can allow the pedestrians 418 to cross
the road without hesitancy well before the AV 400 reaches
the pedestrians 418, increasing traffic flow efficiency and
giving the pedestrians 418 confidence and equanimity that
the AV 400 has identified them and will not cause harm.
Thus, in some examples, the pedestrians 418 may cross the
road in front of the AV 400 with confidence, and without the
AV 400 stopping or even reducing speed.

[0083] The output devices 240 of the intention signaling
system 235 can include any number of visual or audio
devices. In the example shown in FIG. 4A, the AV 400
includes a head-up display device 404. The head-up display
device 404 can include a display device mounted to the
ceiling of the passenger interior, and can include a translu-
cent reflector that can reflect content from the display device
so as to be viewable from the exterior of the AV 400. The
translucency of the reflector can minimize any hindrances to
the view of the riders 422. The output devices 240 can
further include a number of displays integrated with the
bodywork of the AV 400, such as one or more bumper
displays 414, or mirror displays 426 on the forward facing
sides of the side-view mirrors. The output devices 240 can
further include a smart display, or augmented reality display
integrated with the windshield or other windows of the AV
400. The output devices 240 can further include an audio
system to provide an audio output 409 asserting the intent of
the AV 400. The output devices 240 can further include a
projector system 412, to provide a projected output 416
reflecting the intent of the AV 400. Various other output
devices 240 are contemplated, such as mechanical devices,
such as mechanical hands or other indicators that can be
deployed within the interior or on the exterior of the AV 400
(e.g., mechanical arrows or hands deployed from the body-
work). Additionally, the output devices 240 can include
other displays or colored LEDS (e.g., green, yellow, and red
LEDS) on the bodywork, or within the headlamp covers of
the AV 400.

[0084] In the example shown in FIG. 4A, the intention
signaling system 235 can generate a permissive output 428
when the pedestrians 418 are detected. The permissive
output 428 can include an audio output 408 indicating that
the pedestrians 418 can cross the road in front of the AV 400.
In some examples (e.g., in nighttime conditions), the inten-
tion signaling system 235 can utilize the projector 412 to
provide a projected output 416 (e.g., a projected crosswalk)
further indicating that the AV 400 is permitting the pedes-
trians 418 to cross. The permissive output can further
include a visual output 407 on the display devices (e.g., the
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bumper display 414 and the mirror displays 426). The visual
output 407 can include a text-based output, such as “Please
proceed to cross,” as shown in FIG. 4A. The visual output
407 can further include a set of symbols or other indicators
(e.g., arrows), which can flash or scroll across the display
devices 414, 426. The symbols can be color-coded (e.g.,
green arrows) indicating to the pedestrians that they may
proceed accordingly. In one example, the audio output 409
mimics the text-based visual output 407.

[0085] In variations, the intention signaling system 235
generates a virtual driver or character 401 that can mimic
typical human behaviors without rider 422 involvement. The
virtual driver 401 can be presented on the display devices on
the exterior of the AV 400, or via windshield displays or the
head-up display 404. The virtual driver 401 can perform
facial expressions and combinations of human signaling,
such as making eye-contact with the pedestrians 418 and
providing hand signals or waving gestures. Once, the pedes-
trians 418 are safely across the street, the intention signaling
system 235 can terminate the permissive output 428 and or
generate a courtesy output accordingly.

[0086] Referring to FIG. 4B, the AV 450 can travel along
a current route and can require a turn action or lane change.
The AV 450 can be in motion or at rest at an intersection. An
external entity can be detected by the intention signaling
system 235 which can either provide a permissive output
yielding to the external entity or an intention output assert-
ing right-of-way over the external entity. In the example
shown in FIG. 4B, the external entity is a human-driver 470
of'a human-driven vehicle 465. Utilizing route data from the
control system 220 and situational data 217 from the sensor
array 460, the intention signaling system 235 can identify
the human-driven vehicle 465, and attempt to change lanes.
If the lane change is urgent (e.g., for an upcoming traffic
intersection or freeway exit), the intention signaling system
235 can generate the intention output 478 to express the
urgency. In certain aspects, the intention signaling system
235 can generate a visual output 451 to include text-based
intent or symbols such as arrows indicating the direction in
which the AV 450 must drive. In some examples, the
intention signaling system 235 can utilize the projector 480
to project indicators 482 on the road to indicate to the driver
470 that the AV 450 wishes to change lanes.

[0087] As urgency increases, the intention signaling sys-
tem 235 can increase certain urgency parameters of the
intention output 478. In certain examples, the intention
signaling system 235 can increase the brightness or change
the colors of the visual output and/or the projected indicators
482. Additionally or alternatively, the intention signaling
system 235 can generate an audio output to provide the
driver 470 with adequate indication of the AV’s 450 intent.
If the driver 470 ignores the intention output 478, then the
control system 220 can slow the AV 450 and merge behind
the human-driven vehicle 465. However, in certain
examples, if the driver 470 complies with the intention
output 478, then the intention signaling system 235 can
generate a courtesy output accordingly to thank the driver
470 for complying.

[0088] Methodology

[0089] FIGS. 5A and 5B are flow charts describing
example methods of operating an intention signaling system
in accordance with example implementations. In the below
descriptions of FIGS. 5A and 5B, reference may be made to
like reference characters representing various features
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shown and described with respect to FIGS. 1 through 3.
Furthermore, the methods described in connection with
FIGS. 5A and 5B may be performed by example intention
signaling systems 235, 300 shown and described with
respect to FIGS. 2 and 3. Referring to FIG. 5A, the intention
signaling system 235 can identify an external entity in
sensor data as the AV 200 travels along a current route (500).
In many examples, the intention signaling system 235 can
determine whether a potential conflict may occur between
the AV and the external entity (505). As described, the
external entity may be a human-based entity, such as a
pedestrian, a bicyclist, a human-driven vehicle, and the like.
The potential conflict may be anything from a simple
right-of-way decision at a four-way stop, to a potential
collision or other accident.

[0090] If the intention signaling system 235 determines
that there is no potential conflict (502), then the intention
signaling system 235 can continue monitoring the sensor
data to identify external entities (500). In determining that
there is no potential for conflict, the intention signaling
system 235 can receive input from the AV control system
220 and/or data processing system 210 which can execute
prediction logic to determine a path or intent of the external
entity. For example, the intention signaling system 235 can
determine that a pedestrian is facing a direction opposite to
the street, or that a proximate vehicle is driving away from
an approaching intersection.

[0091] Ifthe intention signaling system 235 determine that
a potential conflict exists with the external entity (504), then
the intention signaling system 235 can determine whether
the AV 200 has right-of-way with respect to the external
entity (510). In some examples, the intention signaling
system 235 can analyze the sensor data for right-of-way
indicators, such as traffic signals, road signs, bicycle lanes,
crosswalks, and the like. If a right-of-way indicator is
identified, then the intention signaling system 235 can
determine whether the indicator indicates right-of-way for
the AV 200 or the external entity (510). For example, a
crosswalk or crosswalk sign can indicate that a pedestrian
has right-of-way. As another example, a traffic signal indi-
cates right-of-way for an external entity waiting at an
intersection. In one example, the AV 200 can approach a
four-way stop intersection. The intention signaling system
235 can determine right-of-way by monitoring whether the
AV 200 or the external entity approaches the intersection
first.

[0092] If the intention signaling system 235 determines
that the external entity has right-of-way (512), the intention
signaling system 235 can generate and present a permissive
output indicating that the AV 200 will yield to the external
entity (515). However, if the intention signaling system 235
determines that the AV 200 has right-of-way, then the
intention signaling system 235 can generate and present an
intention output asserting that the AV 200 will proceed with
right-of-way (520). The permissive and intention output can
include, for example, displayed animations (e.g., on external
or internal displays), color coded symbols or arrows, scroll-
ing and/or flashing symbols or arrows, audio, projected
images, mechanically deployed indicators, and the like.
Once the potential conflict is resolved or has passed, the
intention signaling system 235 can terminate the output and
continue monitoring the sensor data for external entities
(500).
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[0093] Referring to FIG. 5B, the intention signaling sys-
tem 235 of the AV 200 can continuously monitor sensor data
(e.g., situational data 217) for potential conflicts (525). In
some examples, the intention signaling system 235 monitors
a360° view field surrounding the AV 200 to identify external
entities (e.g., other vehicles) that may interact with the AV
200. In certain implementations, the intention signaling
system 235 can provide feedback to proximate vehicles,
indicating that the AV 200 is aware of the position of the
respective proximate vehicle, prior to initiating an intention
maneuver. In variations, the intention signaling system 235
can analyze a current sub-map 238 to identify potential
conflict areas along the current route of the AV 200 (530). As
described herein, the sub-maps 231 of a given region can
comprise previously recorded and/or compiled information
of a given regions. The current sub-map 238 can include
information corresponding to a sub-map area through which
the AV 200 current travels. The information can include
LIDAR data, image data, schematic data, right-of-way data,
and/or information relating to the locations and character-
istics of intersections (e.g., traffic signaling systems or types
of stop signs for intersections (531), crosswalks (532),
bicycle lanes (533), and the like).

[0094] Analyzing the sensor data, the intention signaling
system 235 can identify external entities that can result in
potential conflict (535). In some examples, the intention
signaling system 235 can cross correlate or perform a
matching operation between potential areas of conflict in the
current sub-map 238 and the detected entities in the sensor
data and mark or otherwise designate target entities most
likely to cause conflict. For example, the intention signaling
system 235 can focus on external entities that are located
within identified areas of conflict, such as near crosswalks or
intersections, or entities with a heading towards an area of
conflict, such as a vehicle traveling towards an upcoming
intersection. External entities can include any human-based
entity, such as a human-driven vehicle (536), a bicyclist
(538), a skateboarder or in-line skater, a jogger, pedestrians
(537), and the like.

[0095] In some examples, the intention signaling system
235 can determine whether default rules apply to a particular
external entity (540). Default rules make be linked to local
laws or ordinances of the given region. Example default
rules can include universal right-of-way rules for pedestri-
ans, right-of-way exceptions for bicyclists or motorcycles,
right-of-way rules for all-way stops (e.g., right vehicle gets
right-of-way in a tie), the lack of road signs (e.g., “common
sense” rules), etc. If default rule apply (544), then the
intention signaling system 235 can apply the default rules in
generating the intention or permissive output (550). As
described herein, such outputs can include visual outputs on
one or more displays visible from the exterior of the AV 200
(e.g. a head-up display or display devices mounted on the
bodywork) (551). Additionally or alternatively, the output
can include audio, such as a jingle, a siren, or voice (552).
In further variations, the output can include a deployable
mechanical device, such as a mechanical arm or hand to
wave to the external entity in a human-like manner (553).
[0096] However, if default rules do not apply (542), then
the intention signaling system 235 can analyze or monitor
the sensor data for right-of-way indicators, as discussed
herein (545). Such indicators can include road signs (546),
traffic signals (547), or other indications. Accordingly, the
intention signaling system 235 can determine whether the
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AV 200 has right-of-way with respect to the external entity
(555). If the AV 200 has right-of-way (557), then the
intention signaling system 235 can generate an intention
output indicating to the external entity that the AV 200 is
asserting its right-of-way (560). If the AV 200 does not have
right-of-way (559), then the intention signaling system 235
can generate a permissive output indicating that the AV 200
will yield to the external entity (565).

[0097] Once the output is presented to the external entity,
the intention signaling system 235 can monitor the external
entity for compliance (570). For example, as the AV 200
approaches a crosswalk and outputs a permissive signal set
for pedestrians to cross, the intention signaling system 235
can monitor the pedestrians as they cross the road. Once the
external entities have complied with the permissive or
intention output, the intention signaling system 235 can
terminate the output (580). Optionally, the intention signal-
ing system 235 can generate and present a courtesy output
to the external entity thereafter (585).

[0098] One or more steps of the foregoing description with
respectto FIGS. 5A and 5B may be omitted as contemplated.
For example, the intention signaling system 235 need not
determine right-of-way information or even detect external
entities when asserting intent in certain scenarios (e.g., when
changing lanes or passing through an intersection). As such,
the intention signaling system 235 can provide an output by
default whenever performing such actions as turning at an
intersection, stopping at a red light (e.g., projecting a cross-
walk in spite of there being no detected pedestrians), or
making an announcement when going around a blind corner.
Furthermore, the intention signaling system 235 can further
be utilized by the AV control system 220 as a support system
for the directional lights, brake lights, and headlights. Thus,
in addition to providing proactive resolution and/or feedback
to external entities for potential conflicts, the intention
signaling system 235 can behave reactively to current indi-
cators of typical vehicles.

[0099] Lighting Strip Implementation

[0100] FIGS. 6A and 6B illustrate example self-driving
vehicles (SDVs) that include a lighting strip for signaling to
external entities, according to examples described herein. In
the examples shown with respect to FIGS. 6A and 6B, the
lighting strip 615 is included to circumscribe a sensor array
module 610 or housing mounted to the roof of the SDV 600.
The sensor array module 610 can house certain primary
sensors of the SDV 600, such as the LiDAR system and/or
the stereoscopic camera systems. In some aspects, the light-
ing strip 615 can circumscribe the entirety of the sensor
array module 610 so that it is visible from any lateral angle
external to the SDV 600.

[0101] In some examples (not shown), the lighting strip
615 can be included as a supplemental component of an
integrated intention output system, such as the implemen-
tations described herein. Furthermore, one or more addi-
tional or alternative lighting strips may be included on the
bodywork of the SDV 600, such as on the door panels,
quarter panels, front and rear bumpers, or the hood of the
SDV 600.

[0102] FIG. 6C is a block diagram illustrating an example
output control system for a lighting strip, according to
examples described herein. According to some examples,
the output control system 650 can receive actions sets 642,
such as the intention output sets 322 shown in FIG. 3, from
an intention signaling system 640, such as the intention
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signaling systems 235, 300 shown and described with
respect to FIGS. 2 and 3. Referring to FIG. 6C, the action
sets 642 can indicate immediate actions to the performed by
the SDV (e.g., within about five seconds). Such immediate
actions can be based on route information that indicates a
current route of the SDV to a particular destination. Thus,
the action sets 642 can be provided by a route planner of the
SDV that the control system of the SDV utilizes to operate
the acceleration, braking, and steering systems through road
traffic to respective destinations.

[0103] According to examples described herein, the output
control system 650 can include an output controller 665 that
generates control commands 667 for the lighting strip 620
based on the action sets 642. In certain aspects, the output
control system 650 can include a database 680 that includes
preemptive output logs 682 and reactive output logs 684. In
response to receiving an action set 642, indicating the
immediate actions to be performed by the SDV, the output
controller 665 can perform lookups in the preemptive output
logs 682 in order to determine a set of preemptive outputs
683 to generate on the lighting strip 620 prior to the SDV
executing the set of immediate actions. Based on the pre-
emptive outputs 683, the output controller 665 can generate
a set of control commands 667 for execution on the lighting
strip 620. As described herein, the lighting strip 620 can
comprises any number of light elements, such as hundreds
or thousands of multi-colored LEDs. Furthermore, the light-
ing strip 620 can be parsed into light bar segments 630, and
can include multiple horizontal light sub-bars 625 that can
each serve to provide a particular output. In one example, an
upper light sub-bar 625 can correspond to the action to be
performed, and a lower sub-bar 625 can indicate the granular
nature of the action (e.g., a magnitude and direction of the
action). Thus, based on the action sets 642, respective
segments 630 and/or sub-bars 625 of the lighting strip 620
can be energized to display a visual intention output 669
corresponding to the specified preemptive outputs 683 that
themselves correspond to the action sets 642.

[0104] According to some examples, following the action
set 642, the output controller 665 can receive action signals
644 that correspond directly to the action being performed
by the SDV (e.g., a turning and/or braking action). In
response to receiving the action signals 644, the output
controller 665 can generate a set of reactive control com-
mands 667 that indicate the action that is currently being
performed by the SDV. In some aspects, the output control-
ler 665 can perform lookups the reaction output logs 684 of
the database 680 based on the action signals 644 to deter-
mine a set of reactive outputs 685 for the lighting strip 620.
Based on the reactive outputs 685 from the output logs 684,
the output controller 665 can generate a set of reactive
control commands 667 to execute a visual reactive output
671 on the respective segment(s) 630 and/or sub-bars 625 of
the lighting strip 620.

[0105] Thus, as the SDV approaches a maneuvering zone,
output control system 650 can generate a visual intention
output 669 that indicates the immediate action set prior to
being executed by the SDV. When the SDV actively per-
forms the immediate action set, the output control system
650 can indicate the switch by generating a visual reactive
output 671 on the lighting strip 620 that is distinct from the
intention output 669.

[0106] In further implementations, the output control sys-
tem 650 can generate acknowledgement outputs 673 when
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external entities are detected in the surrounding environment
of'the SDV, such as pedestrians, bicyclists, or other humans.
The output control system 650 can receive detected entity
positions 646 based on sensor data from the sensor array of
the SDV. Such positions 646 can be dynamically tracked as
the SDV and the external entities move with respect to each
other. Accordingly, the output controller 665 can generate a
unique acknowledgement output 673 to indicate that the
SDV is aware of the external entity, and scroll the acknowl-
edgment output 673 across the lighting strip as the external
entity and the SDV move relationally. In one example, the
acknowledgement output 673 can comprise a color that is
distinct from any color utilized for the visual intention
outputs 669 and the visual reactive outputs 671 (e.g., blue).
Thus, the acknowledgement output 673 can be generate on
a particular segment 630 of the lighting strip 620 that is
directly observable by the corresponding external entity
(i.e., a zero angle with respect to the entity), and can scroll
across the lighting strip 620 as the tracked position of the
external entity changes with respect to the SDV.

[0107] Methodology

[0108] FIGS. 7A and 7B are flow charts describing
example methods for signal external entities by a self-
driving vehicle (SDV) utilizing a lighting strip, according to
examples described herein. In the below description of
FIGS. 7A and 7B, reference may be made to reference
characters representing like features shown and described
with respect to FIGS. 1 and 6C. Furthermore, the below
methods described with respect to FIGS. 7A and 7B may be
performed by an example control system 100 of an AV or
SDV, as shown and described with respect to FIG. 1.
Referring to FIG. 7A, the control system 100 can process
sensor data 111 to autonomously control the SDV 10 along
a current route (700). Based on route data indicating the
current route, the control system 100 can determine a set of
immediate actions to be performed by the SDV 10 (705)
(e.g., accelerating, braking, maneuvering). Based on the set
of immediate actions, the control system 100 can generate a
visual intention output 669 on correlated segments of a
lighting strip 620 to indicate the set of immediate actions
that the SDV is to perform (710). As provided herein, such
visual intention output 669 can indicate an imminence of a
particular action (711), a magnitude of the action (712), and
a direction corresponding to the action (713).

[0109] On a more granular level referring to FIG. 7B, the
control system 100 can process sensor data 111 to autono-
mously operate the SDV 10 along a current route to a
particular destination (720). The control system 100 can
further dynamically determine immediate actions to be
performed by the SDV (725), such as acceleration (726),
braking (727), and turning or maneuvering actions (e.g., lane
changes) (728). For each immediate action, the control
system 100 can preemptively determine a directional rate of
change (730). The control system 100 can then correlate a
respective segment 630 of the lighting strip 620 to each
respective immediate action (735). Furthermore, the control
system 100 can match a particular color and/or pattern for
each respective immediate action (740). For example, the
control system 100 can match acceleration actions to a green
upward arrow at a center portion of the lighting strip 620,
wherein the green arrow scrolls continuously upward at a
particular rate based on the magnitude of the acceleration.
As another example, the control system 100 can match a red
octagon symbol at a center portion of the lighting strip 620
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with braking actions, with a brightness and/or flash rate
based on a magnitude of the braking. As yet another
example, the control system 100 can match turning actions
with yellow arrow symbols that can increase or decrease in
length and direction and/or scroll across a respective side
portion of the lighting strip 620 at different rates based on a
magnitude and direction of the upcoming turn.

[0110] According to examples, the control system 100 can
dynamically generate visual intention and reactive outputs
669, 671 on the respective lighting strip segments 630 for
the immediate actions (745). In many aspects, the control
system 100 generates such outputs by generating the previ-
ously determine lighting pattern and/or color output(s) on
the lighting strip 620 prior to executing the actions (750). In
one example, the control system 100 modifies the intensity
(e.g., flash rate and/or brightness) of the output based on the
imminence of the action to be performed (755). For
example, the intention output can convey a crescendo
towards the action, and culminate in a reactive output 671 as
the SDV executes the immediate action. Thus, as the SDV
10 actually performs each respective immediate action, the
control system 100 can generate respective reactive outputs
671 to replace the corresponding intention outputs 669
(760). Thus, once the immediate action is completed, the
control system 100 can terminate the reactive output 671 on
the lighting strip accordingly (765).

[0111] In certain implementations, the control system 100
can further scan the sensor data 111 that provides a sensor
view of the surrounding environment of the SDV 10 for
external entities, such as other humans, AVs or SDVs,
human-driven vehicles, bicyclists, etc. (770). In response to
detecting each respective external entity, the control system
100 can generate an acknowledgment output 673 on the
lighting strip 620 to acknowledge that the SDV 10 is aware
of the external entity (775). According to examples
described herein, the acknowledgment output 673 can be
generated on a specified segment 630 of the lighting bar 620
that is readily viewable or points directly towards the
external entity (e.g., at a zero angle that defines a line from
the center of the SDV 10 through the specified segment 630
outputting the acknowledgement output 673 and ending at
the detected external entity). Furthermore, the acknowledg-
ment output 673 can comprise a color that is not used for
intention or reactive outputs 669, 671, such as blue or violet.
[0112] In certain implementations, the control system 100
can process the sensor data 111 to track each detected
external entity as the SDV 10 and/or the external entity
moves in relation to each other (780). Based on the tracked
location of each external entity, the control system 100 can
scroll the acknowledgement output(s) 673 dynamically to
correlate with the relational movement (e.g., maintain the
zero angle between the acknowledgement output 673 and
the external entity) (785). The control system 100 can then
terminate the acknowledgement output 673 when the exter-
nal entity is no longer within a predetermined range of the
SDV 10 (e.g., twenty-five meters) (790). Furthermore, the
control system 100 can perform the above processes dis-
cussed with respect to FIGS. 7A and 7B continuously and
dynamically for each respective immediate action per-
formed, and each respective external entity detected
throughout the course of a given trip (795).

[0113] Hardware Diagram

[0114] FIG. 8 is a block diagram illustrating a computer
system upon which examples described herein may be
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implemented. For example, the intention signaling system
235 shown and described with respect to FIGS. 2 and 3 may
be implemented on the computer system 800 of FIG. 8. The
computer system 800 can be implemented using one or more
processors 804, and one or more memory resources 806. In
the context of FIG. 2, the intention signaling system 235 can
be implemented using one or more components of the
computer system 800 shown in FIG. 8.

[0115] According to some examples, the computer system
800 may be implemented within an autonomous vehicle or
self-driving vehicle with software and hardware resources
such as described with examples of FIGS. 1 through 3 and
6C. In an example shown, the computer system 800 can be
distributed spatially into various regions of the self-driving
vehicle, with various aspects integrated with other compo-
nents of the self-driving vehicle itself. For example, the
processors 804 and/or memory resources 806 can be pro-
vided in the trunk of the self-driving vehicle. The various
processing resources 804 of the computer system 800 can
also execute intention signaling instructions 812 using
microprocessors or integrated circuits. In some examples,
the intention signaling instructions 812 can be executed by
the processing resources 804 or using field-programmable
gate arrays (FPGAs).

[0116] In an example of FIG. 8, the computer system 800
can include a local communication interface 850 (or series
of'local links) to vehicle interfaces and other resources of the
autonomous or self-driving vehicle (e.g., the computer stack
drives). In one implementation, the communication interface
850 provides a data bus or other local links to electro-
mechanical interfaces of the vehicle, such as wireless or
wired links to the AV control system 220.

[0117] The memory resources 806 can include, for
example, main memory, a read-only memory (ROM), stor-
age device, and cache resources. The main memory of
memory resources 806 can include random access memory
(RAM) or other dynamic storage device, for storing infor-
mation and instructions which are executable by the pro-
cessors 804. The processors 804 can execute instructions for
processing information stored with the main memory of the
memory resources 806. The main memory 806 can also store
temporary variables or other intermediate information which
can be used during execution of instructions by one or more
of the processors 804. The memory resources 806 can also
include ROM or other static storage device for storing static
information and instructions for one or more of the proces-
sors 804. The memory resources 806 can also include other
forms of memory devices and components, such as a mag-
netic disk or optical disk, for purpose of storing information
and instructions for use by one or more of the processors
804.

[0118] According to some examples, the memory 806 may
store a plurality of software instructions including, for
example, intention signaling instructions 812. The intention
signaling instructions 812 may be executed by one or more
of the processors 804 in order to implement functionality
such as described with respect to the intention signaling
system 235, 300 of FIGS. 2 and 3.

[0119] In certain examples, the computer system 800 can
receive sensor data 862 over the communication interface
850 from various AV subsystems 860 (e.g., the AV control
system 220 or an on-board computer 210 respectively). In
executing the intention signaling instructions 812, the pro-
cessing resources 804 can monitor the sensor data 862 and
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generate intention outputs 818 (or permissive outputs) to the
output systems 820 of the AV 200 in accordance with
examples described herein.
[0120] It is contemplated for examples described herein to
extend to individual elements and concepts described herein,
independently of other concepts, ideas or systems, as well as
for examples to include combinations of elements recited
anywhere in this application. Although examples are
described in detail herein with reference to the accompany-
ing drawings, it is to be understood that the concepts are not
limited to those precise examples. As such, many modifi-
cations and variations will be apparent to practitioners
skilled in this art. Accordingly, it is intended that the scope
of the concepts be defined by the following claims and their
equivalents. Furthermore, it is contemplated that a particular
feature described either individually or as part of an example
can be combined with other individually described features,
or parts of other examples, even if the other features and
examples make no mentioned of the particular feature. Thus,
the absence of describing combinations should not preclude
claiming rights to such combinations.
What is claimed is:
1. A self-driving vehicle (SDV) comprising:
a sensor system comprising one or more sensors gener-
ating sensor data corresponding to a surrounding area
of the SDV;,
acceleration, steering, and braking systems;
a light output system viewable from the surrounding area
of the SDV;,
a control system comprising one or more processors
executing an instruction set that causes the control
system to:
dynamically determine a set of autonomous driving
actions to be performed by the SDV;

generate a set of intention outputs using the light output
system based on the set of autonomous driving
actions, the set of intention outputs indicating the set
of autonomous driving actions prior to the SDV
executing the set of autonomous driving actions;

execute the set of autonomous driving actions using the
acceleration, braking, and steering systems; and

while executing the set of autonomous driving actions,
generate a corresponding set of reactive outputs
using the light output system to indicate the set of
autonomous driving actions being executed, the cor-
responding set of reactive outputs replacing the set of
intention outputs.

2. The SDV of claim 1, wherein the set of autonomous
driving actions comprises at least one of a turning action, a
lane changing action, a deceleration action, or an accelera-
tion action.

3. The SDV of claim 2, wherein execution of the instruc-
tion set causes the control system to generate the set of
intention outputs by (i) determining a directional rate of
change for each respective autonomous driving action of the
set of autonomous driving actions, and (ii) generating a
respective intention output using the light output system for
the respective immediate action based on the directional rate
of change.

4. The SDV of claim 3, wherein the set of autonomous
driving actions comprises two or more of the turning action,
the lane changing action, the deceleration action, or the
acceleration action, and wherein the set of intention outputs
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comprises a corresponding plurality of respective intention
outputs that correspond to the two or more autonomous
driving actions.

5. The SDV of claim 4, wherein execution of the instruc-
tion set causes the control system to generate the corre-
sponding plurality of respective lighting outputs simultane-
ously using the light output system.

6. The SDV of claim 3, wherein the respective intention
output for the respective autonomous driving action com-
prises at least one of a predetermined color set or a prede-
termined pattern.

7. The SDV of claim 1, wherein the sensor system is
included with a housing mounted on a roof of the SDV, and
wherein the light output system is also included with the
housing.

8. The SDV of claim 7, wherein the light output system
comprises a plurality of multi-colored light-emitting diodes
(LED:s).

9. The SDV of claim 1, wherein execution of the instruc-
tion set further causes the control system to:

dynamically scan the surrounding area of the SDV for

external entities; and

in response to detecting an external entity in the surround-

ing area, generate an acknowledgement output using
the light output system such that the acknowledgement
output is viewable in a direction correlated with the
detected external entity.

10. The SDV of claim 9, wherein execution of the
instruction set causes the control system to generate the
acknowledgement output to dynamically scroll across the
light output system to remain directionally correlated with
the detected external entity as the SDV and the external
entity move relationally.

11. The SDV of claim 10, wherein the detected external
entity corresponds to one of a pedestrian, another vehicle, or
a bicyclist.

12. The SDV of claim 9, wherein the acknowledgement
output for detected external entities comprises a unique
color not utilized by the control system for sets of autono-
mous driving actions.

13. A non-transitory computer readable medium storing
instructions that, when executed by one or more processors
of a control system of a self-driving vehicle (SDV), cause
the one or more processors to:

dynamically determine a set of autonomous driving

actions to be performed by the SDV;
generate a set of intention outputs using a light output
system of the SDV based on the set of autonomous
driving actions, the set of intention outputs indicating
the set of autonomous driving actions prior to the SDV
executing the set of autonomous driving actions;

execute the set of autonomous driving actions using
acceleration, braking, and steering systems of the SDV;
and

while executing the set of autonomous driving actions,

generate a corresponding set of reactive outputs using
the light output system to indicate the set of autono-
mous driving actions being executed, the correspond-
ing set of reactive outputs replacing the set of intention
outputs.

14. The non-transitory computer readable medium of
claim 13, wherein the set of autonomous driving actions
comprises at least one of a turning action, a lane changing
action, a deceleration action, or an acceleration action.
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15. The non-transitory computer readable of claim 14,
wherein the executed instructions cause the one or more
processors to generate the set of intention outputs by (i)
determining a directional rate of change for each respective
autonomous driving action of the set of autonomous driving
actions, and (ii) generating a respective intention output
using the light output system for the respective autonomous
driving action based on the directional rate of change.

16. The non-transitory computer readable of claim 15,
wherein the set of autonomous driving actions comprises
two or more of the turning action, the lane changing action,
the deceleration action, or the acceleration action, and
wherein the set of intention outputs comprises a correspond-
ing plurality of respective intention outputs that correspond
to the two or more autonomous driving actions.

17. The non-transitory computer readable of claim 16,
wherein the executed instructions cause the one or more
processors to generate the corresponding plurality of respec-
tive lighting outputs simultaneously using the light output
system.

18. The non-transitory computer readable of claim 15,
wherein the respective intention output for the respective
autonomous driving action comprises at least one of a
predetermined color set or a predetermined pattern.
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19. The non-transitory computer readable of claim 13,
wherein the sensor system is included with a housing
mounted on a roof of the SDV, and wherein the light output
system is also included with the housing.

20. A computer-implemented method of operating a self-
driving vehicle (SDV), the method being performed by one
or more processors of a control system of the SDV and
comprising:

dynamically determining a set of autonomous driving

actions to be performed by the SDV;

generating a set of intention outputs using a light output

system based on the set of autonomous driving actions,
the set of intention outputs indicating the set of autono-
mous driving actions prior to the SDV executing the set
of autonomous driving actions;

executing the set of autonomous driving actions using

acceleration, braking, and steering systems of the SDV;
and

while executing the set of autonomous driving actions,

generating a corresponding set of reactive outputs using
the light output system to indicate the set of autono-
mous driving actions being executed, the correspond-
ing set of reactive outputs replacing the set of intention
outputs



